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Abstract

In this paper, we propose a new approach for gene recognition, which uses no training data

for the recognizer. In this approach, we start from a simple model, which only uses the knowledge

of start codons and the stop codons, then the recognition of the DNA sequences by the recognizer

and the training of the parameters of the recognizer by the result of the recognition are repeated.

We applied this parse and train approach to the complete genome sequence of cyanobacterium, and

achieved the almost same recognition rate with the case of using the whole sequence as training

data. This results open the possibility to use automatic gene annotation system in the early stage

of sequencing projects.

1 Introduction

1.1 Gene Recognition and hidden Markov models

The sequencing projects are producing large sequence data during their progress. In order to un-

derstand the meaning of the sequences, it is necessary to develop e�ective computational systems to

detect the genes in the DNA sequences. The exact locations of the genes and the splicing patterns

are proved by experiments, but if computational gene �nding systems can predict the genes correctly,

time-consuming experiments may be reduced. There have been proposed a number of systems for

�nding genes. For example, GENMARK [4], FGENEH [26], GeneID [13], GeneParser [27], Genie [21],

GRAIL [29], GeneHacker [31], EcoParse [19], HMMgene [20], SORFIND [16], GenLang [9], Morgan

[24], VEIL [14], Procrustes [11], MZEF [32], GENSCAN [6].

Because genes have a structure like a language, computational linguistic methods are e�ective

in order to understand their structure [9, 27]. However, the components and the rules of the DNA

language behave as though non-deterministic, it is necessary to combine statistics and computational

linguistics for the parsing of DNA. That is why hidden Markov models (HMM) are becoming widely

used for gene recognition [6, 19, 20, 21, 30, 31]. In order to build a stochastic DNA language by using

HMMs, we model the components of the gene structures by HMMs and connect them by the rules

which represent the gene structures. Because HMMs have some limitations to express the positional

correlations of the bases, the components are often made by the other methods, like arti�cial neural

nets. The generalized HMMs allow such non-HMM models behave as a part of stochastic parsing

[6, 21].



1.2 Previous Works

The authors have been building gene �nding systems, GeneHacker (for prokaryote) and GeneDe-

coder (for eukaryote) using a parsing technique by a stochastic grammar based on hidden Markov

models (HMMs). The main statistics between HMMs are codon bigrams, which is a �rst order Markov

model (not hidden Markov model) of codons. The codon bigrams include the hexamer information

in reading frames, but it is not exactly same to using simple hexamer or 5th order Markov model.

The recognition accuracies by base counts were over 90% (cyanobacterium, [2, 31]) and over 80% (hu-

man, [3]). The authors have not implemented direct homology search of the protein database in their

systems. Instead of using homology search by the protein database, the authors have implemented

protein motif dictionary as a part of these systems [2, 3].

1.3 Building Recognizer without Using Annotated Data

All gene �nding systems, including the previous works of the authors, have been using the annotations

of the DNA sequences, which describe the partial or total structures of the genes, to decide the

parameters of the systems. The important features of the components of the gene structures, such

as codon usages, di-codon usages, GC contents and the signal patterns are extracted from these

annotated data, and used as the parameters of the systems. The prediction methods vary depending

on the systems, but all systems require training data, whose gene structures are annotated in advance,

for the determination of the parameters of the gene �nding systems. However, enough amount of

training data would not often exist in the early stage of a sequencing project. If we can construct a

gene recognizer without using annotated data, it would be very helpful for the determination of genes

in sequencing projects.

In this paper, we propose a new approach, which uses no training data to build the gene �nding

system. In this approach, we perform the following parse and train process iteratively. We start with a

very simple model, which only use what are the base-triplets of the start codons and of the stop codons.

We predict the gene structures of DNA sequences by this simple model. We calculate the statistics

of coding/non-coding regions using the recognition results. The parameters of the next stage model

are decided using those statistics. We predict again the gene structures of DNA sequences by this

new model. We calculate again the statistics of coding/non-coding regions using the new recognition

results. The parameters of the next stage model are decided using those new statistics. We repeat

these process until the parameters and the recognition results converge.

2 Data

We used the whole prokaryotic genome sequence (3,573,470 bases) of a unicellular cyanobacterium,

Synechocystis sp. strain PCC6803 for the gene recognition. The sequence is divided into 27 entries in

GenBank (D90899 - D90917, SYCCPNC, SYCSLLLH, SYCSLRB, SYCSLRF, SYCSLLE, SYCSLRA,

SYCSLRD, SYCSLRG) with potential protein coding regions in the annotations ([15, 18]). A subset

of the same data, contiguous 1M bases of cyanobacterium, has been analyzed by computer analyses

by several researchers [2, 15, 31].

We used the sequence data of all 27 entries for our recognition test. The recognition results of the

whole sequence are used to decide the parameters of the recognizer in each iteration. Therefore, the

recognizer use the information of the whole sequence. However, the annotations in GenBank are used

only to calculate the performance of the recognition results, because our method requires no advance

annotations for training the recognizer. Because our recognizer parses both the direct strand and the

complimentary strand at the same time, the annotations of the CDSs in both strands were used for

validation.



Figure 1: Overview of the gene recognizer. The genes on the direct strand and the ones on the

complimentary strand are recognized by a single parse. The genes on the direct strand consist of the

start codon, the internal codons and the stop codon in the normal order, but on the complimentary

strand the genes are recognized as the series of the complimentary stop codon, complimentary internal

codons and the complimentary start codon (reverse order).

3 System

3.1 The Recognizer

The overview of our gene recognizer is shown in Figure 1. The system consists of direct strand model,

complimentary strand model and the intergenic model. Each component in the diagram is an HMM,

which matches to the subsequences of the given sequences in stochastic manner. The log-probabilities

of the matches of the HMMs and the subsequences play the roles of the scores for the parsing based

on dynamic programming.

The direct strand model is a combination of the start codons, the internal codons and the stop

codons. Start codons and stop codons are simple 3-state HMMs. For example, the model of the start

codon `ATG' is a 3-state HMM, whose three states correspond to `A', `T' and `G,' and always matches

to the sequence `ATG.' If we model the internal codons by the bigram of the codons, the bigram is

a large HMM which has inter-connected codon HMMs (3-state) as its components. The transition

probabilities between these codon HMMs in the codon bigram are the probabilities that each codon

appears after the speci�ed codon in the internal CDS sequences.

The components appears in reverse order in the complimentary strand model, because the gene

recognizer reads the sequence of the direct strand. The complimentary strand model is a combination

of the complimentary stop codons, the complimentary internal codons and the complimentary start

codons in that order. In the complimentary strand model, the codons are expressed in `reverse

complimentary' manner. For example, the stop codons of the complimentary strand model are `TTA',

`CTA' and `TCA', which are the reverse compliments of `TAA', `TAG' and `TGA.' The intergenic

region model is also an HMM, which is a one-state-HMM in current implementation.

These transition probabilities in the direct/complimentary strand models and the output proba-



bilities of the intergenic region model are set to be 
at for the initial recognizer. During the iteration

of parse and train process, these probabilities are updated by the statistics of the prediction results.

The gene recognizer, which consists of component HMMs, itself is a stochastic model and produces

the DNA sequence in a stochastic manner. The parsing of the target DNA sequence is the process to

estimate the best sequence of transitions of hidden states, which outputs the target DNA sequence.

We can annotate the target DNA sequence according to the estimated series of hidden states, which

are classi�ed as the start codon, the internal codon, etc. The coding regions on the direct strand and

the ones on the complimentary strand are recognized by a single parse of the sequence of the direct

strand, because the recognizer has both direct strand model and the complimentary strand model.

The coding regions are assumed not to overlap each other in this model, but the edges of the coding

regions sometimes overlap according to the annotation of the GenBank entries.

3.2 Parse and Train

The parse and train of the recognizer is an iterative process to improve the parameters of the recognizer

by the recognition results produced by the recognizer with previous parameters. It requires no training

data for the iteration, but use the information of the non-annotated DNA sequence by �nding the

gene structures of the sequence iteratively.

The parse and train proceeds as follows:

� The initial recognizer. The base-triplets of start/stop codons are given. The internal codon

models in direct/complimentary strands are set to be 
at. The probabilities for the codons

to appear after the start codon are all set to be equal. If the codon models are bigrams, the

transition probabilities between codons are all set to be equal. The output probabilities for

intergenic model are set to be the base frequencies of the whole sequence.

� The �rst recognition. The whole sequence is parsed by the initial model using dynamic pro-

gramming. The annotations of the coding regions are given as the result of the recognition.

� Update the parameters. Calculate the statistics and update the parameters of codon models and

of the intergenic model. The probabilities for the codons to appear after the start codon are set

to be the frequencies of these codons in the predicted coding regions. If the codon models are

bigrams, the transition probabilities between codons are set to be the di-codon statistics of the

predicted coding regions. The output probabilities for intergenic model are set to be the base

frequencies in the predicted intergenic regions.

� Update the recognition. The whole sequence is parsed by the new model. The new annotations

of the coding regions are given as the result of the recognition.

� Repeat previous two procedure until conversion.



Figure 2: Sketch of parse and train process The following two processes are repeated. The recognizer

predicts the coding regions and annotates the DNA sequence. The parameters of the recognizer are

calculated from the annotation produced by the prediction.

4 Results

Parse and train of the recognizer was tested by the whole sequence of the cyanobacterium data

described in Section 2. First, we tested the recognizer with internal codon bigram model, starting

with 
at model as described in Section 3. In order to validate the parse and train method, we also

tested the process beginning with the fully trained initial model, whose parameters are determined

by using the GenBank annotations of the whole sequence. The plots of the recognition rates of base

counts, sensitivities and speci�cities of CDSs during the repeats for 
at/fully trained initial models are

shown in Figure 3. The more precise statistics after �ve iterations for 
at initial model are shown in

Table 1. As shown in Figure 3, the recognition accuracies of 
at initial model and fully trained initial

model are almost same, and as high as 95% after three iterations. This results show the parse and

train of the recognizer without training data succeeded, and the performance of the parse and train

recognizer reached the upper limit of the given model.

According to statistic analysis, the internal codon models should use di-codon statistics rather

than single codon statistics [31]. However, single codon statistics can be better for parse and train

method because we begin with very little information. We tested the same parse and train with single

codon models. The results are shown in Figure 4. Although the converged recognition accuracies of


at and fully trained are also same, but the performance in CDS level is much worse than the case of

the di-codon models. Because the recognition accuracies of single codon models are not good enough

even if we begin with fully trained model, we clearly have to use di-codon models for the recognition

of the genes of cyanobacterium with high performance.
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Figure 3: The recognition results of di-codon model. The recognition results of di-codon model. The

predicted CDSs which have same stop codons with the annotate of GenBank are counted as CDS hits

in CDS level. The sensitivities and the speci�cities are calculated in CDS level. The recognition rate

in base level is the ratio of the sum of the number of correctly predicted CDS bases and the number

of correctly predicted non-CDS bases divided by the total number of the entire bases. The reading

frames were considered to determine the number of correctly predicted CDS bases.
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Figure 4: The recognition results of single codon model.

Table 1: Recognition performance of parse and train model (no training data) after �ve iterations.

strand

total direct complimentary

Base Level

Sequence Length 3,573,470

True CDS 3,101,662 1,625,981 1,475,681

Predicted CDS 3,004,811 1,568,097 1,436,714

CDS hit 2,959,337 1,544,297 1,415,039

Sensitivity 95.4% 95.0% 95.8%

Speci�city 98.5% 98.5% 98.5%

CDS Level

True CDS 3,169 1,661 1,508

Predicted CDS 3,306 1,713 1,593

CDS hit 2,891 1,503 1,388

Sensitivity 91.2% 90.5% 92.0%

Speci�city 87.5% 87.7% 87.1%



5 Discussions

Parse and train of HMMs are often necessary in speech recognition. In order to build accurate

phoneme HMMs, we need large number of training data which have annotation of the boundaries of

the phonemes. However, it is di�cult to get a large number of annotated data. Therefore, a large

number of non annotated (but usually the transcriptions are known) with a small number of annotated

data are used for the construction of the phoneme HMMs.

In this paper, we tried a same kind of parse and train for a gene recognition system. The results of

the gene recognizer for cyanobacterium show that we can predict CDSs around 95% without training

data. The obvious but a di�cult next step is to apply the parse and train approach to the eukaryotic

DNA sequences. Because the structures of the eukaryotic genes are more complicated, it may be

di�cult to learn the parameters of the gene recognition system by parse and train. However, the

idea of using the annotation produced by the recognition for the training of the parameters of the

recognizer can be combined with the standard methods. We can begin the parse and train process

with small number of training data, which itself is insu�cient to construct a good recognizer. It should

be particularly important for the early stage of sequencing projects.

6 Conclusions

We have proposed a new approach for gene recognition, which uses no training data for the recognizer

based on hidden Markov models. It only uses the knowledge of start/stop codons for the initial model

of the recognizer, and learns the parameters of the model by parse and train. We tested the approach

to the whole genome sequence of cyanobacterium and achieved around 95% of recognition rate, which

is only slightly worse than the case of using the whole sequence as the training data. This result

implies that the proposed parse and train approach is e�ective for the recognition of prokaryote genes,

and that automatic gene annotation is possible in the early stage of sequencing projects for prokaryotic

sequences.
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