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1 Introduction and Methods

Hidden Markov models (HMMs for short) are a type of stochastic models that have been used

for a number of applications including speech recognition. Recently, HMMs have been applied

to biological sequences[1] as tools of sequence alignments, validating motif patterns and even

predicting protein structures.

The main reason why HMMs are widely used is that they have an e�cient learning algorithm

which is called the Baum-Welch or the Forward-Backward and is categorized into a class of

the EM (Expectation Maximization) algorithm. However, the biggest disadvantage of this

algorithm lies in its low discrimination ability when only a small dataset is given.

On this problem, we present a learning method of HMMs using back-propagation through

time, which is a typical learning method of neural-network learning, by regarding HMMs as a

type of real-time recurrent neural networks having a linear input-output function. This smooth

learning method of HMMs allows us to deal with both positive and negative examples for a

given sequence class, and appears to solve the problem of low discrimination ability of HMMs

for given small datasets. Through the experiments using actual protein sequences, we show

how our method improves the discrimination ability of HMMs trained by the Baum-Welch

algorithm.

2 Experimental Results and Conclusion

We use the Receptor Cytokinase I (RCI for short) motif for experiments. >From the SwissProt

database release 29.0, we obtained 47 sequences of 15 to 16 residues long, all of which have the

consensus pattern of RCI, i.e. \C - [LVFYR] - x(7,8) - [STIVDN] - C - x - W", which is noted
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in the PROSITE motif database. Of the sequences, we use the 32 which are actually in the

RCI sequences as positive examples and the others as negative examples. We evaluated our

method and the Baum-Welch by the problem of distinguishing the positive examples from the

negative ones. Note that this problem is di�cult enough, since we must classify the sequences

having a consensus pattern into two classes, i.e. positive and negative.

In a series of experiments, both positive and negative examples are used for learning our

method while the Baum-Welch uses positive examples alone. The HMMs used are fully-

connected, in each of which a state connects to any state, and have six to sixteen states.

The discrimination ability of our method and the Baum-Welch are measured by the average

number of discrimination errors of ten trials with random initial values. In each trial, the

stopping condition of the two iterative learning methods are determined so as to mininize the

number of discrimination errors. Figure 1 shows the average number of errors varies depending

on the number of states.
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Figure 1: Average number of discrimination errors

As shown in the �gure, our method greatly reduces the average number of errors made

by the Baum-Welch in any fully-connected HMMs having six to sixteen states. This result

indicates that negative examples are e�ectively used by our method for improving HMMs to

have higher discrimination ability.
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