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We have developed a new method for the analysis of DNA sequences. The method consists of

the Hidden Markov Model (HMM) [1] and Genetic Algorithm (GA) [2], and can identify conserved

patterns, can estimate the distances between the patterns and can classify the sequences. We have

applied the developed method to the extraction of conserved patterns in the vicinity of the 5' end of

yeast intron DNA sequences, and have obtained preliminary results.

HMM is a kind of stochastic model that is de�ned as a nondeterministic �nite state automaton

represented by a Markov process. Since it has been shown that HMM is capable of representing the

characteristic features in DNA and protein sequences [3], there are some activities for analyzing the

sequences using HMM. In such an analysis, obtaining an optimal topology of the HMM network for

given sequences is an important problem. On the other hand, our current knowledge of the sequences

is not enough for the e�cient design of the topology. In this case, the problem can be regarded as a

kind of combinational problem with discrete variables in which a \combinatorial explosion" frequently

occurs. Although some methods [4, 5] have been proposed for the problem, there are some problems

with computational time and constraints of the topology growth.

The main purpose of the present study is to develop a generating method for preferable HMM

network topology. Therefore, to increase the e�ciency of the topology generation, we have adopted

GA. It is a kind of stochastic search method developed originally in a �eld of mathematical biology

and simulates the evolution of a population.

DNA sequences
belonging to a category

Learning of characteristic features
in the sequences using HMM

Generation and evaluation of
HMM network topology using GA

Conserved patterns
represented by HMM

Figure 1: Schematic diagram of the method

A schematic diagram of the method is shown in Figure 1. Input data is a set of DNA sequences

which belongs to a category. The method searches an optimal topology of the HMM network for

the data set, while repeating the e�cient generation and evaluation of the topology. At the begining

of a search, HMMs are generated randomly, and each of them evolves according to the manner of

GA. In general, the likelihood of HMM increases with the complexity of the topology. However, it is

known that over representation is frequently observed as the complexity increases [6]. Therefore, in

order to balance the likelihood and the complexity, we have adopted arti�cial �tness based on Akaike

Information Criterion (AIC) [7]. The �tness Wi of the ith HMM in an arti�cial HMM population is

given by the following equation:

Wi = [�2 logLi(�; f) + 2�pi]
�1 (1)
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where logLi(�; f) is a maximum logarithm likelihood of the ith HMM which is obtained using the

Baum-Welch algorithm, pi is the number of free parameters which exist in the ith HMM, and � is the

balancing factor.

The topology is encoded into an arti�cial chromosome using the strong speci�cation method [8], and

the growth and contraction of the topology occur by arti�cial insert and delete mutations, respectively.

In order to avoid converging in the local maximum, we have adopted coding techniques [9] and models

[10] based on population genetics. Moreover, parameters specifying an HMM, which are initial values

of state transition probabilities and output symbol distribution at each state, are encoded into arti�cial

chromosomes, as well as the topology.

We have applied the newly developed method to the extraction of conserved patterns in the vicinity

of the 5' end of yeast intron DNA sequences [11]. Each sequence consists of 25 base pairs. The arti�cial

population at the initial state of a search consists of two state HMMs generated randomly. We have

performed computer experiments under the following conditions. (1) the population size is 50. (2) the

number of search generations is 100. (3) the balancing factor � is 1.0. As a result, we have obtained an

HMM with the maximum arti�cial �tness, which consists of six states. The HMM is shown in Figure

2, and implies that a GTATG pattern is a consensus sequence of the 5' end of yeast introns, and AT-

rich sequences locate downstream of the pattern. GT at the 5' end of the pattern corresponds to the

GT dinucleotide of the GT-AG rule. The results indicate that the method is capable of the e�cient

generation of HMM network topology, and the extraction of conserved patterns in DNA sequences.
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Figure 2: An HMM obtained using the method

Our plans for future study are to apply the newly developed method to the analysis of primate

DNA promoter sequences, and to further investigate the e�ciency of the method.
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